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Talk Outline / Talk Outline / TopcisTopcis (I) (I)
Bioinformatics Infrastructures & Text MiningBioinformatics Infrastructures & Text Mining

• Bioinformatics infrastructures
    
• Integration of heterogeneous data types

• Bioinformatics resources

• Importance and use of scientific literature data

• Manual literature curation process for building 
  systems biology resources

• Annotation types 

• Building literature curation workflows

• Relevance of text mining strategies in the context of SB
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Talk Outline Talk Outline / Topics/ Topics (II) (II)
Bioinformatics Infrastructures & Text MiningBioinformatics Infrastructures & Text Mining

• Short intro to text mining and NLP

• Short overview of existing BioNLP application types

• Implementing a text mining system: basic steps

• The PLAN2L literature mining tool
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ALL biological projects need or will need Bioinformatics (.. as soon as they
enter into genomics):

• as  resource (databases and software)
• as support for design, organization & interpretation of the data
• in the research team for the specific scientific project

Bioinformaticians are scientists working in:
• developing methods (Bioinformatics as a research area)
• developing resources e.g. databases (Bioinformatics as technology)
• Embedded in biology/Biotech/Biomed (the single bioinformatician syndrome)

Bioinformatics & biological projectsBioinformatics & biological projects
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To construct and operate a sustainable infrastructure
for biological information in Europe,

To support life science research and its translation to
medicine and the environment, the bio-industries
and society.

• Partners: 32 partners, 13 member states
• Funding: 4.5 M€ from EU FP7
• Deliverable: Consortium agreement to define the

scope of the infrastructure and how it will be
constructed
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• Optimal Data Management
• Coordinated Data Resources with improved access
• Integration and interoperability of diverse heterogeneous data
• Good Value for Money

• Forge Links to data in other related domains

• A single European voice in international collaborations to influence
global decisions and maintain open access to data

• Enhance European competitiveness in bioscience industries

• Address need for Increased Funding & its Coordination
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1. Project management
2. Data providers
3. User communities
4. Organisation and Legal
5. Funding
6. Physical infrastructure
7. Data interoperability

8. Literature
9. Healthcare
10.Chemistry, Plants,

Agriculture &
Environment

11.Training
12.Tools integration
13.Feasibility studies
14.Reporting and negotiation

Elixir is organised into 14 work packages which have committees of (mainly)
European experts associated with them.

The Preparatory Phase project



Why do we need ELIXIR?
(Why do we need bioinformatics infrastructures)

•Data Growth
• Global context
• Very large user community:

– 3.3 m web hits/day
– 20,000 unique users per day

• Need to preserve data and make accessible to all
• Impact on Medicine, Agriculture & Biotechnology
• Impact on society & bioindustries
• Need for increased funding for biodata resources
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Good Value for Money e.g. PDB
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EBI Hits in 2008

10
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WP3: User Communities

• User Survey: 1000 responses
– Long term support essential
– Top 3 challenges:

• Data integration; Format compatibility; Website usability
– Concerns

• Data quality and measures; Quality of tools;Training
• Need to consider different needs in different countries
• Need for a plan for long-term maintenance of computational tools

– Create mechanisms for long-term maintenance of bioinformatics
tools

• user-friendly & machine-friendly interfaces
• Need for standards for formats and integration

– Increased integration of databases, tools and between
infrastructure domains

• Need to provide mechanisms for prioritisation of need for resources
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Databases: molecules to systems

Genomes
Ensembl, Ensembl

Genomes, EGA

Nucleotide sequence
EMBL-Bank

Gene expression
ArrayExpress

Proteomes
UniProt, PRIDE

Protein families,
motifs and domains

InterPro

Protein structure
PDBe

Protein interactions
IntAct

Chemical entities
ChEBI, ChEMBL

Pathways
Reactome

Systems
BioModels

Literature and ontologies
CitExplore, GO
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531 Databases surveyed

208 Responded, 323 did not

Alive, 390

Dead, 63

Unclear, 78

(no update 
since 2005)
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Total European effort

• 200 Databases
• 700 People
• 100 Institutions
• 60 million web hits per month
• Total investment to date €308 million
• Annual cost €35 million

RECOMMENDATION
Coordination and prioritisation, as well as stable
funding, is needed for many of these resources
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ESFRI
Biology Research Infrastructure proposals.

BBMRI
(Biobanking)

INSTRUCT
(Structural biology)

ELIXIR

Infrafrontier
       (Mouse)

ECRIN
(Clinical Trials)(Translational Research)

EATRIS

(Biological Information)

Target ID Hit Lead Lead Opt Preclinical Phase I Phase II Phase IIITarget Val

Research Discovery Development
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WP 10: Chemistry, Plants, 
Agriculture & Environment

• Support / extend current core resources for
– Nucleotide/protein sequence, genomes, structures,

interactions etc.
•  Selected specialist resources migrated to Elixir infrastructure

– Reduce complexity of informatics landscape, maintain
functionality

– Integration allows mining of combined data
•  Adopt key data standards and work for common

infrastructure
– Link to other ESFRI, non ESFRI European projects
– Link to non European initiatives (NSF/iPlant,

DOE/Camera) ‏
•  Free access to Elixir data and core analysis tools

– Web based queries, programmatic access, download
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WP11: Training

Identified training issues in Europe:
• Little or no coordination
• Rapid evolution of bioinformatics resources
• Lack of a centralised body for guidance;
• Lack of recognition of the importance of bioinformatics user

training, even within the bioinformatics community.

Elixir recommendations:
Link the development of data resources to the provision of
training materials;
Create a training support unit that will:
a) provide a centralised training registry;
b) provide support for trainers throughout Europe
c) develop benchmarking and evaluation systems;
d) provide mechanisms for developing new training programmes
e) act as a single point of contact for national and pan-European
training
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Elixir WP8: Scientific Literature
Interdisciplinary Interactions

Chair: Alfonso Valencia
(CNIO)

Co-Chairs: Dietrich Rebholz-
Schuhmann & Peter Stoehr
(EMBL-EBI)

Initial committee
• Robert Kiley, Wellcome Trust
• Carole Goble, U. Manchester
• Larry Hunter, UCHSColorado
• Manuel Peitsch, SIB
• Matthew Cockerill, BMC
• Jun’ichi Tsujii, NaCTeM and

U. Tokyo
• Timo Hannay, Nature PG

Addtional Contributions
Ian Dix, Astrazeneca
Ian Harrow, Pfizer
Udo Hahn, U. Jena
Sophia Ananiadou , NacTeM
Patrick Ruch, Geneva University
Christopher Bake, New
Brunswick U.
Juliane Fluck, Fraunhofer
Anita Burgun, Rennes University
and Kostas Repanas (CNIO) WP
Coordinator
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European Life-science Infrastructure for
Biological Information (Elixir) WP 8: Scientific

Literature Interdisciplinary Interactions

D8.1 A report summarising the current
(1) status of literature repositories throughout Europe and
recommendations for the future
(2) infrastructure needs in Europe to establish an information-
sharing platform to integrate databases and literature for (*)
experts and non-experts, with
(3a) specific reference to the provision of literature from
repositories commonly used in biological information extraction
and
(3bi) tools for access to the literature, for
(3bii) data representation and for
(3biii) interaction with end users.
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Literature

The engineering
Problem

Required 

Parts

Modeling parameters 
• Rates
• Concentrations
• Reaction kinetics

Synthesis and
Assembly
•Codon Usage
•Restriction Sites

Interaction with the
Container

•Recipient Networks:
•metabolic
•PPI
•Regulation

Biological attributes 
• Mutants
• Homologs
• Functional Variations
• Crosstalk

Expert 
Annotation

Adapted from  I. Cases

M
ethods

Databases
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MIT repository of Parts

Emergence IT layout

Annotation Dashboard

Expert Annotation Panel

Simulation Layer
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MIT Repository of Parts

curated / validated collection of artificial parts
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MaDAS principal features

 MaDAS allows users to add, edit, or remove
self generated sequence annotations

 Allows to upload multiple annotations from
different sources.

  Provides a security system based on projects.
The annotations could be public or only
available for the project members.

  Provides an interface to manage  projects,
users and collections of annotations.
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Collaborative features

• Project based system. Users can create
their own projects or participate in projects
hosted in MaDAS.

• Projects can be public or private, in private
projects the project leader decide who can
view or edit the project annotations.

• The notification system inform about: new
projects, new annotations, new users or new
plugins.

• Searches by: category, project leader,
institutions, etc
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MaDas

Reference sequences
and 
annotations

DAS DAS

Any other DAS server, 
even another MaDas server

DAS

Annotations

DAS Client DAS Server

Users

New
Annotations

Available
Annotations

Developed by Victor de la Torre

MaDas
Manual Sequence Annotation System
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MaDAS modules
MaDAS is composed by:

•“The core” which provide different APIs
in order to facilitated the development of
plug-ins and the communication
between them.

•Data Source plug-ins

•DAS server plug-ins

•Visualization plug-ins
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Data source plug-ins
 Manage Reference plug-in: We use the DAS reference sequence concept
(http://www.biodas.org/wiki/DAS/1/Overview#.5BReference.5D_Sequence) to describe a
biological sequence that will be annotated.

Setup Ensembl genome, a collection of proteins , a new sequenced genome or just a
DNA/protein fragment.

Load GFF plug-in: This plug-in allows users to upload GFF files to the system.

Manage DAS Tracks plug-in: Through this plug-in users can add annotations provided by any DAS
server

Load chip plug-in: This plug-in allows experimentalist to map Affymetrix or Illumina  microarray
probes to a human reference sequence stored in MaDAS. Probe associated genes and proteins
are also mapped.

Load Gene expression plug-in: Allows users to upload data from a gene expression experiments.

Map Annotations plug-in: Using this plug-in is possible to add new annotations just mapping
existing annotations to other online resource.  For example if we have a gene track is possible to
setup a disease track mapping these genes to OMIM diseases.  This plug-in use several mapping
services to map the annotations (Biomart, Uniprot Database mapping, PICR, ID converter)

Treefam plug-in: This is an example of a very specific plug-in, which allows to information form
Treefam).

Bionemo plug-in: import information stored in the Bionemo database (Bopdegradation and gene
control reactions)

Manage annotations plug-in: to remove or inactivate an entire set of annotations.



28

MaDAS
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Introducing expert annotations  and
consolidating them in databases/visualization

systems

Added annotations are also available
through DAS
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 Distributed annotation system (DAS) protocol. (MR)

 Web services. (MR)

 Database dump. (MR)

 Biological Web Elements and Registry Embed Code. (HR)

How to exchange annotations

MR = Machine  readable
HR = Human readable
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Integration of heterogeneous data types

Protemics

Networks,
Pathways
(PathwayMiner)

Phenotypes:
CV like GO, Plant 
Ontology consortium,
Abatomy & develoment

Structures & 
Domains:
(PDB, InterPro,..)

Expression
& Regul.
(NASCArrays,
AGRIS, 
PlantCARE,
AthaMap, DAFT)

Physiology

Literature
(PubMed, Agricola,BIOSIS)
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Text mining covers multiple topics
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Importance of literature data for Biology

 Life sciences -> generates heterogeneous data types (sequence, structure,..)

 Natural language used for communicating scientific discoveries.

 Natural language texts amenable for direct human interpretation

 Natural language not only in scientific articles, but also patents, reports, newswire,

     database records, controlled vocabularies (GO terms),…

 Functional information & annotations directly or indirectly derived from the

literature (curation and electronic annotation).

 Databases are generally only capable of covering a small fraction of the biological
      context information that can be encountered in the literature.

 Contextual information of experimental results (cell line, tissue, conditions).

 User demands of better information access (beyond keyword searches)

 Rapid growth of information, manual information extraction not efficient.
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 Define the biological question
 Select the actual target being studied
 Extract information relevant for experimental set up
 Locate relevant resources
 Essential to understand and interpret the resulting data
 Draw conclusions about new discoveries
 Communicated to the scientific community using

publications in peer-reviewed journals

 Resource for clinical decision support in evidence-
based clinical practice

 Useful information for diagnostic aids

Literature and the scientific discovery process

 Drug discovery and target selection
 Identifying adverse drug effect
 Competitive intelligence and knowledge management

 Global view of the current research state & monitor
trends to ensure optimal resource allocation

 Find domain experts for specific topics for the peer-review
process & detecting potential cases of plagiarism

Biology

Clinics

Pharma

Funding

Publ.
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Literature Gold Standard datasets / DBs
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Biocuration: manual literature
annotations & databases

Scientific 
Literature

Controlled 
vocabularies 

Bio-entities

Annotation
Databases

Database
curator
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Curation challenge I: growing
number of CV terms
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> 130

Curation challenge II: growing
number of ontologies

Formats (OBO, OWL, XML, RDF)
(http://www.obofoundry.org)
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Curation challenge III: annotation
granularity

Computational prediction of cancer-gene function Pingzhao Hu, Gary Bader, Dennis A. Wigle and
Andrew Emili Nature Reviews Cancer 7, 23-34 (January 2007)

Node Assignment:
Right Depth/node
Specificity
Inference
Organism source
Evidence code &
  experiment
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• Manually annotated data repositories: incomplete, fraction of knowledge in literature
• Text mining: to extract, organize and present information for topic of interest
• Enable topic-centric literature navigation
• Assist in construction of manually revised data repositories
• Prioritization of biological entities for experimental characterization
• Facilitate human interpretation of large scale experiments by providing direct 
  literature pointers 

• Automatic retrieval of information relevant to human kinases. 
• Linking kinase protein mentions to database records (i.e. sequences): protein 
  mention normalization
• Extraction of Kinase mutations described in the literature
• Integration of information from full text articles, databases and genomic studies

Krallinger,M et al. Creating reference datasets for Systems Biology applications using text mining. 
Ann N Y Acad Sci., (2009) 1158:14-28. 

Creating reference datasets for Systems Biology 
applications using text mining
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biocurator.org
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BIOCURATION WORKFLOW TASKS
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• DEFINE & FORMALIZE INDIVIDUAL STEPS IN THE WORKFLOW

• DETECT WHICH STEPS CAN BE HANDLED THROUGH TEXT
MINING ASSISTANCE

• PRIORITIZE MOST TIME CONSUMING STEPS

• FIND SUITABLE TEXT MINING APPROACH FOR EACH
    PARTICULAR TASK

• EVALUATE ANNOTATION EFFICICIENCY USING TEXT MINING
ASSISTANCE

• USER FEEDBACK AND POTENTIAL ITERATIVE
IMPROVEMENTS

WORKFLOW TASKS AND TEXT MINING
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ARTICLE IDENTIFICATION:TRIAGE TASK (1)
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ARTICLE IDENTIFICATION:TRIAGE TASK (2)
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ARTICLE IDENTIFICATION:TRIAGE TASK (3)
• Traditionally addressed using keyword searches (e.g. Species

names, interaction keywords, gene names, etc,..).
• Importance of triage task depends strongly on the annotation type

and criteria used, organism source and literature volume.
• Potential text mining approaches for this task:
• More sophisticated keyword searches and Information retrieval

(term weightings, Boolean queries, MeSH terms).
• Use of rules, regular expressions and pattern mining
• Document similarity (eTBLAST, vector space model)
• Machine learning and text categorization approaches (usually

requires some sort of labeled text, e.g. PPI relevant articles) to
learn which words

      are useful to classify articles as relevant to the topic.
• For full text articles often retrieval is done at the level of text

passages
• Sometime the triage task is combined with the bio-entity

identification task
• Examples: BCMS, Genomics TREC, PreBIND,…
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ANNOTATION EVENT  IDENTIFICATION TASK

• Often consist in extraction of some kind of biological relation, e.g. Between
two proteins (PPI), proteins and genes (TF and regulated genes),

• Between gene products and functional terms (GO, phenotypes) or between
proteins and compounds.

• Often require the identification of some evidential text passages for the
     annotation event
• Is a very complex process, often domain export knowledge inference.
• Based on interpretation of author provided articles by curator
• Often requires mapping to controlled vocabulary terms and ontologies

• Text Mining approaches for this task:
• Automatic extraction of annotations, often based on sentence co-occurence

assumption
• Article, passage, sentence classifiers
• Provide ranked collection of evidence passages
• Some approaches use patterns (trigger words), regular expressions or

syntactic relations.
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EVIDENTIAL QUALIFIER  IDENTIFICATION
TASK

• Evidential support for a given annotation important for
interpretation.

• Indicative of the reliability of a given annotation and useful also for
bioinformatics analysis

•  Examples: GO evidence codes, PSI-MI interaction detection
methods,

     Oreganno evidence codes, …

• Text mining approaches
• Either addressed as additional information for a given annotation

event or through labeling the articles with evidence qualifiers
• Some NLP approaches more concerned with linguistic cues

expressing uncertainty or negation
•  Example: BioCreative II  IMS task
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PPI ANNOTATION OF BIOGRID

Many thanks to Andrew Winter
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Pre-processing scientific articles

 Document Standardization: variety of formats (ASCII, HTML, XML, PDF, scanned PDF, SGML),
   convert  them into a common format and encoding.
 XML /Extensible Markup language, standard way to insert tags onto a text to identify its parts
 OCR (Optical Character Recognition), used to digitalize older literature (PMC Back Issue 
   Digitization initiative).
 Recover article Structure and content
 pdftotext, PDFLib,PDF Concerter
 Tokenization: break a stream of characters into words (tokens), e.g. white space, special chars.
 Each token is an instance of a type
 Stemming and lemmatization: standardize word tokens (e.g. Morphological analysis and
 Inflectional stemming, convert words to their corresponding root form)
 Lexical analysis of the text with the objective of treating digits, hyphens, punctuation marks, 
   and the case of letters
 Elimination of stop-words
 Selection of index terms

Xu et al. (2008)  Improving OCR Performance in Biomedical Literature Retrieval through
Preprocessing and Postprocessing. Proc SMBM 08
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Basic characteristics: exploring textual data

Considerations of Journal-specific characteristics:
• Journal/article Format (for pre-processing)
• Paper structure (section types)
• Article type (review, clinical study, etc.)
• Target audience of journal/article.

Full text:
• Title
• Authors
• Abstract
• Text Body
• References

Tables &
table legends

Figures &
figure legends
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Processing levels of natural language texts

Krallinger,M. and Valencia,A. Analysis of biological processes and diseases using text mining approaches. 

Bioinformatics in clinical OMICs research  

Krallinger M, et al. Analysis of biological processes and diseases using text mining approaches. Methods Mol
Biol. (2009), to appear
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Basic characteristics: biomedical literature

 Heavy use of domain specific terminology (12%
biochemistry related technical terms*), examples:
chemoattractant, fibroblasts, angiogenesis

 Polysemic words (word sense disambiguation),
examples: APC: (1) Argon Plasma Coagulation (2) Activated
Protein C; or teashirt: (1) a type of cloth (2) a gene name (tsh).

 Heavy use of acronyms, examples: Activated protein C
(APC) , or vascular endothelial growth factor (VEGF)

 Most words with low frequency (data sparseness)

Netzel R, Perez-Iratxeta C, Bork P, Andrade MA. The way we write. EMBO Rep. 2003 May;4(5):446-51
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Word morphology and gene symbols

Krallinger,M. and Valencia,A. Analysis of biological processes and diseases using text mining approaches. 

Bioinformatics in clinical OMICs research  

Krallinger M, et al. Analysis of biological processes and diseases using text mining approaches. Methods Mol
Biol. (2009), to appear
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Basic characteristics: biomedical literature

 New names and terms created (novelty), example:
 ‘This disorder maps to chromosome 7q11-21, and this locus was
named CLAM. ‘[PMID:12771259 ]

 Typographical variants (e.g. in writing gene names),
example: TNF-alpha  and TNF alpha (without hyphen)

 Different writing styles (native languages): syntactic and
semantic and word usage implications.

 Heavy use of referring expressions (anaphora,
cataphora and ellipsis) and inference, example:
Glycogenin is a glycosyltransferase.
It functions as the autocatalytic initiator for the synthesis of glycogen
in eukaryotic organisms.
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Variability in Biomedical language

Netzel R, Perez-Iratxeta C, Bork P, Andrade MA. The way we write. EMBO Rep. 2003 May;4(5):446-51
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Literature repositories for life sciences

 NLP: need electronically accessible texts.

 Main scientific textual data types: e-books and e-
    articles and the Web (online reports, etc).

 e-Books: NCBI bookshelf.

 Biomedical article citations (abstracts): PubMed

 Full text articles:  PubMed Central (PMC)

 Repositories such as HighWire Press, BioMed Central

 AGRICOLA,  BIOSIS, Conference proceedings,…
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PubMed database

 Scientific articles: new scientific discoveries.
 Citation entries of scientific articles of all biomedical
    sciences, nursing, biochemistry, engineering, chemistry,
    environmental sciences, psychology, etc,...
 Developed at the NCBI (NIH).
 Digital library contains more than 16 million citations
 From over 4,800 biomedical journals
 Most articles (over 12 million) articles in English.
 Each entry is characterized by a unique identifier, the
    PubMed identifier: PMID.
 More than half of them (over 7,000,000) have abstracts
 Often links to the full text articles are displayed.
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 Approx. one million entries (with abstracts) refer to gene 
     descriptions.
 Author, journal and title information of the publication. 
 Some records with gene symbols and molecular 
    sequence databank numbers
 Indexed with Medical Subject Headings (MeSH)
 Accessed online through a text-based search query 
    system called Entrez
 Offers additional programming utilities, the Entrez 
    Programming Utilities (eUtils)
 NLM also leases the content of the PubMed/ Medline 
    database on a yearly basis

PubMed database
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PubMed growth

Krallinger,M. and Valencia,A. Analysis of biological processes and diseases using text mining approaches. 

Bioinformatics in clinical OMICs research  
Krallinger M, et al. Analysis of biological processes and diseases using text mining
approaches. Methods Mol Biol. (2009), to appear
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Arabidopsis articles in PubMed
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PubMed XML recordPubMed XML record
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Biomedical corpora and text collections

• Medtag corpus, includes the Abgene, MedPost and
   GENETAG corpora
• Trec Genomics Track collections
• BioCreative corpus
• GENIA corpus
• Yapex corpus
•Others, e.g. LL05 dataset, BioText Data, PennBioIE,
   OHSUMED text collection, Medstract corpus,...
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Features for Natural Language ProcessingFeatures for Natural Language Processing

• Techniques that analyze, understand and generate language (free
   text, speech).
• Multidisciplinary field: information technology, computational
   linguistics, AI, statistics, psychology, language studies, etc,.
• Strongly language dependent.
• Create computational models of language.
• Learn statistical properties of language.
• Methods: statistical analysis, machine learning,
   rule-based, pattern-matching, AI, etc...
• Explore the grammatical, morphological, syntactical and semantic
   features of well-structured language
• The statistical analysis of these features in large text collections
   is generally the basic approach used by NLP techniques.

Krallinger M, et al Linking genes 
to literature: text mining, information 
extraction, and retrieval applications for 
biology. Genome Biol. 2008;9 Suppl 2:S8
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Grammatical features

• Grammar: rules governing a particular language.
• Rules for correct formulation of a specific language
• Grammatical features in NLP, e.g. part of speech (POS)
• POS of a word depends on sentence context
• Examples: noun, verb, adjective, adverb or preposition.
• Programs label words with POS: POS taggers.
• Example:
Caspase-3 Proper noun, sing. was Verb, past tense partially Adverb activated Verb,
past part. by Prep. or subord. Conjunction IFN-gamma Proper noun, sing.
[PMID 12700631].
• POS taggers are usually based on machine learning
• Trained with a set of manually POS-tagged sentences.
• POS useful for gene name identification and protein interactions
•   detection from text,
• MedPost {Smith, 2004} a POS for biomedical domain
• MedPost:  97% accuracy in PubMed abstracts (86.8% gen.
   POS tagger)
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GENIA Tagger
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GENIA POS Tagger output

http://text0.mib.man.ac.uk/software/geniatagger/index.html
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Morphological  features

• Word structure analysis 
• Rules of how words relate to each other. 
• Example 1: plural formation rules, e.g.:
    gene and genes or caspase and caspases
• Example 2: verb inflection rules, e.g. 
    phosphorylate, phosphorylates and phosphorylating 
   all have the same verb stem, word root. 
• Stemmer algorithms to standardize word forms to a 
    common stem 
• Linking different words to the same entity. 
• Different algorithms, e.g. Porter stemmer {Porter, 1980}
• Problem: collapse two semantically different words, e.g:
    gallery and gall. 
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Stemmer example results 

http://maya.cs.depaul.edu/~classes/ds575/porter.htm
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Syntactic features

• Relationships between words in a sentence: syntactic structure
• Shallow parsers analyze such relations at a coarse level, 
   identification of phrases (groups of words which function as 
   a syntactic unit).

• Example: Connexor shallow parser output:
Caspase-3 <: nominal head, noun, single-word noun phrase,>
was, <auxiliary verb, indicative past>  partially <adverbial head, adverb> 
activated<main verb, past participle, perfect> 
by <preposed marker, preposition> 
IFN- <premodifier, noun, noun phrase begins,> 
gamma <nominal head, noun, noun phrase ends>. 

• Word labeled to corresponding phrase. 
• Noun phrases (head is a noun, NP) e.g. 'Caspase-3' and 
   'INF-gamma‘ and verbal phrases (head is a verb, VP). 



71

Protein interaction & Syntactic features

Krallinger M, et al. Analysis of biological processes and diseases using text mining approaches. Methods Mol
Biol. (2009), to appear
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Semantic features
• Associations of words with their corresponding meaning in 
   a given context.
• Semantics (meanings) of a word -> understand meaning  
   sentence. 
• Dictionaries and thesauri provide such associations
• Gene Ontology (GO) provides concepts for biological aspects 
  of genes
• Gene names and symbols contained in SwissProt (symbol dict.)
• Example: Caspase-3 /GENE PRODUCT was partially 
   activated /INTERACTION VERB by IFN-gamma /GENE PRODUCT.
• Caspase-3 and INF-gamma are identified as gene products 
• The verb ‘activated’ refers in this context to a certain type of
   interaction 
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 Information Retrieval (IR)
 Text clustering
 Text classification
 Information extraction (IE)
 Question Answering (QA)
 Automatic summarization

 Natural Language Generation
 Anaphora resolution
 Text zoning
 Machine translation
 Text proofing
 Speech recognition

Main task types 
which have been 
addressed by 
Bio-NLP systems

Additional task 
types

NLP Tasks
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Information Retrieval (IR) and Search Engines

• IR: process of recovery of those documents from a collection
   of documents which satisfy a given information demand.
• Information demand often posed in form of a search query.
• Example: retrieval of web-pages using search engines, e.g.  
Google.
• Important steps for indexing document collection:

• Tokenization
• Case folding
• Stemming
• Stop word removal

• Efficient indexing to reduce vocabulary of terms and query
   formulations.
• Example: 'Glycogenin AND  binding' and 'glycogenin AND
   bind'.
• Query types: Boolean query and Vector Space Model based
  query.
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VECTOR SPACE MODEL

• Measure similarity between query and documents.
(1) Document indexing ,
(2) Term weighting,
(3) Similarity coefficient
• Query: a list of terms or even whole documents.
• Query as vectors of terms.
• Term weighting (w) according to their frequency:
   within the document (i) &  within the document collection (d)
• Widespread term weighting: tf x idf.
• Calculate similarity between those vectors.
• Cosine similarity often used.
• Return a ranked list.
• Example:  related article search in PubMed

w: term weight

tf: term frequency

idf: inverted document frequency

sim(Q,D): similarity
between query
and document
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•Ranked list of abstracts
•Visualize Pairwise Comparisons 
•Find an Expert in this Field
•Find a Journal for your Manuscript
•Publication History of this Topic 

eTBLAST
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eTBLAST results: high scoring words

Terms with high weight
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Text clustering
•Find which documents have many words in common, and place the documents 
with the most words in common into the same groups. 
•Similarity of documents instead of similarity of sequences, expression profiles or
structures
•Cluster documents into topics, for instance: clinical, biochemical and 
microbiology articles
•A clustering program tries to find the groups in the data. 
•Clustering programs often choose first the documents that seem representative 
of the middle of each of the clusters (candidate centers of the clusters). 
•Then it compares all the documents to these initial representatives. 
•Each documents is assigned to the cluster it is most similar to. 
•Similarity is based on how many words the documents have in common, 
and how strongly they are weighted. 
•The topical terms of the clusters are chosen from words that represent the center 
of the cluster.
•The best clustering is one in which the average difference of the documents to 
their cluster centers smallest. 
•Agglomerative clustering: first comparing every pair of documents, and finding the 
pair of documents which are most similar to each other. 
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Clustering documents, genes, terms

Krallinger M, et al. Analysis of biological processes and diseases using text mining approaches. Methods Mol
Biol. (2009), to appear
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Text classification
•Common problem in information science.
•Assignment of an electronic document to one or more categories, based on its
  contents (words).
•Can be divided into two sorts: supervised document classification where some
external mechanism (such as human feedback) provides information on the
correct classification for documents, and unsupervised document classification.

• Document classification techniques include:

    * naive Bayes classifier
    * tf-idf
    * latent semantic indexing
    * support vector machines
    * artificial neural network
    * kNN
    * decision trees, such as ID3
    * Concept Mining

• Classification techniques have been applied to spam filtering
• Cane use the bow toolkit, SVMlight, LibSVM etc,..
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Text classification & supervised learning

Past cases Construct 
predictor Predictor

New cases

Prediction for 
New cases
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System overviewSystem overview

Cell cycle abstract 
classification and 
ranking

Full text retrieval

Entity detection, 
normalization and 
term mapping

Abstract based
entity
ranking &
association
extraction

Diamonds EU

Krallinger et al., NAR  09
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TAIR db
gene 
identifier

Sum of CC 
abstract 
scores

CC score 
ranked
abstracts 

Interaction
sentences

Gene
regulation

Keyword Co-
occurrence

Experiment
keywords

Cell cycle protein rankingCell cycle protein ranking

Diamonds EU

Krallinger et al., NAR  09
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Protein abstract associations  
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Searching the Arabidopsis

literature: abstracts (1)
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481 (P/N)

3498 (P/N)

•123,816 Abstracts
•1,029,552 Sentences

Mitotic spindle relevance  protein rankingMitotic spindle relevance  protein ranking
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Information Extraction

• Identification of semantic structures within free text.
• Use of syntactic and Part of Speech (POS) information.
• Integration of domain specific knowledge (e.g. ontologies).
• Identification of textual patterns.
• Extraction of predefined entities (NER), relations, facts.

• Entities like: companies, places or proteins, drugs.
• Relations like: protein interactions
• Methods: heuristics, rule-based systems, machine
   learning and statistical techniques, regular expressions,.
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Krallinger M, et al Linking genes 
to literature: text mining, information 
extraction, and retrieval applications for 
biology. Genome Biol. 2008;9 Suppl 2:S8
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• Aim: Identify biological entities in articles and to link

   them to entries in biological databases.

• Generic NER: corporate names and places (0.9 f-score),

   Message Understanding Conferences (MUC) .

• Biology NER: more complex (synonyms, disambiguation,

   typographical variants, official symbols not used,..).

• Bioinformatics vs. NLP approach.

• Performance organism dependent.

• Methods: POS tagging, rule-based, flexible matching,

   statistics, ML (naïve Bayes, ME, SVM, CRF, HMM).

• Important for down-stream text mining.

TAGGING BIO-ENTITIES IN TEXT
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SOME TRICKY CASES OF GENE TAGGING

(1) The nightcap mutation caused severe defects in these cells [PMID:12399306].

(2) In the present investigation, we have discovered that Piccolo,
a CAZ (cytoskeletal matrix associated with the active zone) protein
in neurons that is structurally related to Rim2, [PMID:12401793]

(3) The Drosophila takeout gene is regulated by the somatic sex-determination
pathway and affects male courtship behavior. [PMID:12435630]

(4) This function is independent of Chico, the Drosophila insulin receptor
substrate (IRS) homolog [PMID:12702880].

(5) A new longevity gene, Indy (for I'm not dead yet), which doubles the average ….
[PMID:12391301]

(6) The Drosophila peanut gene is required for cytokinesis and encodes a protein similar
to yeast putative bud neck filament proteins [PMID 8181057].

(7) Ambiguity of PKC: Protein kinase C and Pollution kerato-conjunctivitis
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• Based on Machine learning
• Good results in the COLING Bio-NER contest (Geneva)
• Many classes (entity types), including Virus, Tissue, RNA, Protein,
Polynucleotide, Peptide, Organism, Nucleotide, Lipid, DNA, Cell Type, Cell Line, Cell
Component, Carbohydrate, Body Part Atom and Amino Acid Monomer
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PLAN2L: a web tool for integrated text mining
& literature-based bioentity relation extraction

 http://zope.bioinfo.cnio.es/plan2l
Krallinger, M. et al . PLAN2L: a web tool for integrated text mining and literature-based bioentity relation extraction. 
To appear in Nucl. Acids Res., Web Server Issue, 2009. 

CDKB1;1:Arabidopsis homolog 
of yeast cdc2, a protein kinase 
(cyclin-dependent kinase) 
that plays a central role in 
control of the mitotic cell cycle.
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PLAN2L

 http://zope.bioinfo.cnio.es/plan2l



96

PLAN2L flowchart

 http://zope.bioinfo.cnio.es/plan2l
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PLAN2L protein mention normalization
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PLAN2L mutation extraction
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iHOP system
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Results 
options

iHOP system: query to DB record
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Main gene
Associated genes
Relevant Biomedical terms
Compounds

Colour
legend

Defining Information for this Gene

iHOP system: Defining information
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iHOP system: interaction information
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iHOP system: recent information
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Gene model is a interactive 
graph where you can add 
interesting sentences and 
interactions.

iHOP system: gene model/ graph
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The synomnym ambiguity limitation
Many gene or protein synonyms are ambiguous, thus one and the same synonym is often used for different genes. 
Even human experts can have difficulties to resolve such ambiguities and automatic systems, like iHOP, 
will therefore always exhibit certain errors. 

The iHOP confidence value
Although no definite solution for the problem of synonym ambiguity is in sight, it is possible to put an automatically
derived confidence value to specific gene references. 
This iHOP confidence value is illustrated through the colour intensity of a star

The absence of a star does not mean that a certain term could not be a gene,
 but simply that supporting evidence is not available. 

iHOP system: confidence
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EBIMed
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Text Mining for BioinformaticsText Mining for Bioinformatics
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GOPubMed
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BioCreative
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          Why community assessments?Why community assessments?  
 Compare Compare different methods and strategies different methods and strategies

 Reproduce Reproduce performance of systems on common data  performance of systems on common data 

 Provide useful data collections:  Provide useful data collections: Gold StandardGold Standard data  data 

 Explore  Explore meaningful evaluationmeaningful evaluation strategies and tools strategies and tools

 Determine the state of the art Determine the state of the art

 Monitor  Monitor improvementsimprovements in the field in the field

 Point out  Point out needsneeds of the user community  of the user community 

 Promote  Promote collaborativecollaborative efforts efforts
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Community assessmentsCommunity assessments

CASP: Critical assessment of Protein Structure Prediction
CAMDA: Critical Assessment of Microarray Data Analysis
CAPRI: Critical Assessment of Prediction of Interactions
GASP: Genome Annotation Assessment Project
GAW: Genome Access Workshop
PTC: Predictive Toxicology Challenge

TREC Genomics tracks

CASP

CAMDA

CAPRI

GASP

GAW

PTC

JNLPBA shared task

KDD cup

BIOCREATIVE MUC

TREC

BIOINFORMATICSBIOINFORMATICS BIO-NLPBIO-NLP NLP/IR/IENLP/IR/IE

KDD: Knowledge Discovery and Data mining
JNLPBA: Joint workshop on Natural Language Processing in Biomedicine
TREC: Text Retrieval conference
MUC: Message Understanding conference
LLL05: Genic interaction extraction challenge
RTE: Textual Entailment challenge

LLL05 challenge

SEMEVAL

RTE

SENSEVAL
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IAS

IPS IMS

ISS
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MARTIN KRALLINGER, 2008MARTIN KRALLINGER, 2008

Retrieve
PubMed Abstract

Retrieve Abstract
Annotations

bcms.bioinfo.cnio.es

World-Wide

Annotations
Gene Mention - text highlight
Gene Normalization - database link
Taxonomy - NCBI Tax ID
Protein-Protein Interaction - true/false
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Participants - Annotation Servers
 Alias I, New York, Bob Carpenter
 Georgetown University, Hongfang Liu
 Humboldt Univ., Berlin, Jörg Hakenberg
 Inst. of Biomed. Inf., Taiwan, Cheng-Ju Kuo
 Inst. of Inform. Sci., Taiwan, Richard Tsai
 Jena Univ., Germany, Kathrin Tomanek
 Milwaukee Marquette Univ., Craig Struble
 National Inst. of Health, William Lau
 Norweg. Univ. of Sci. and Tech., Janny Chen
 Seoul National University, Sun Kim
 Univ. of Colorado, William Baumgartner
 University of Edinburgh, Barry Haddow
 University of Geneva, Patrick Ruch
 University of Michigan, Arzucan Ozgur
 Univ. of Pennsylvania, Kuzman Ganchev
 Yale University, ThaiBinh Luong

     Main advantages of BCMS
 Data Integration: multi-site 
      annotations
 Simplicity of usage: single API 
     with many annotations
 User-oriented: TM & biologist
 Novel/ unique: first system
     in biomedical text mining
 Scalability: additional systems
 Extensibility: additional annotation
     types
 Flexibility: additional input text
     types, e.g. full-text articles
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